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Abstract 

Accurate and up-to-date land use information is essential for effective urban planning and environmental 

management. This paper presents a methodology for the unsupervised classification of Casablanca's land cover 

using Google Earth Engine (GEE). The study exploits multispectral satellite imagery, in particular Landsat 

data, to extract meaningful land-use classes without the need for manual labeling. The workflow includes data 

collection, pre-processing, unsupervised clustering, and visualization of results. By applying the k-means and 

Learning Vector Quantization (LVQ) clustering algorithms, the city's land area is divided into distinct clusters, 

each representing a specific land-use class. The resulting land-use map provides valuable information on 

Casablanca's urban landscape, highlighting forest areas, crops, built-up infrastructure, water bodies, and 

barren areas. This automated approach demonstrates the potential of GEE as a powerful tool for land use 

analysis, enabling effective, data-driven decision-making for urban development and environmental 

monitoring. The methodology presented can serve as a basis for similar studies in other regions, contributing 

to the advancement of remote sensing and geospatial analysis techniques for urban and environmental studies. 

This study evaluates the effectiveness of these two algorithms in terms of overall accuracy and kappa coefficient. 

The K-means algorithm recorded moderate accuracy. The LVQ algorithm, on the other hand, performed the 

least well. 
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1. Introduction 

The accurate characterization and mapping of land 

cover in urban areas are essential for effective urban 

planning [1] and [2], environmental management, 

and sustainable development. As cities continue to 

grow and evolve, the demand for up-to-date and 

reliable land cover information becomes increasingly 

crucial. This paper addresses this demand by 

presenting a comprehensive study on land cover 

mapping in the vibrant urban context of Casablanca, 

utilizing the power of unsupervised learning 

techniques [3], Google Earth Engine, and Landsat 

satellite data. In appendix, we present URL_GEE. 

Urban areas, like Casablanca, are intricate 

landscapes characterized by a diverse mix of land 

cover classes, ranging from natural features such as 

vegetation and water bodies to anthropogenic 

structures including buildings, roads, and industrial 

areas. Traditional manual methods of land cover 

classification [4] and [5] are time-consuming and 

labor-intensive, often struggling to capture the 

complexity and dynamics of these rapidly changing 

environments. Consequently, the application of 

advanced remote sensing technologies [6] and [7] 

and machine learning algorithms has emerged as a 

promising solution to address the challenges of urban 

land cover analysis. 

In this context, the synergy between Google Earth 

Engine and Landsat satellite data provides an 

unprecedented opportunity for efficient and accurate 

land cover mapping. 
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Google Earth Engine [8] and [9], a cloud-based 

geospatial processing platform, offers access to a vast 

repository of multispectral imagery and a suite of 

analytical tools. Combined with Landsat satellite 

data, which provides a rich source of information 

across multiple spectral bands, this platform enables 

the exploration of unsupervised learning methods for 

land cover classification. The primary objective of 

this paper is to present a detailed methodology for 

utilizing unsupervised learning techniques within the 

Google Earth Engine framework to perform land 

cover mapping in Casablanca. This approach 

involves data acquisition, preprocessing, 

unsupervised clustering, and result visualization. The 

inherent capability of unsupervised learning 

algorithms, particularly the widely used k-means 

[10], and LVQ clustering [11], to identify patterns 

and groupings in complex datasets allows for the 

automatic extraction of distinct land cover classes 

without the need for manual labeling. 

The outcomes of this study extend beyond the 

generation of a land cover map; they contribute to a 

deeper understanding of the spatial arrangement and 

distribution of various land cover classes in 

Casablanca. Furthermore, the findings demonstrate 

the potential of Google Earth Engine and Landsat 

data in streamlining the land cover mapping process, 

enabling informed decision-making, and supporting 

sustainable urban development [12]. 

In the following sections, we delve into the 

methodology employed for data processing, 

unsupervised learning implementation, and result 

interpretation. We also discuss the implications of the 

study's outcomes for urban planning and 

environmental management. By advancing the field 

of unsupervised land cover mapping through the 

integration of cutting-edge technologies, this paper 

aims to offer insights and methodologies that can be 

applied not only in Casablanca but also in other urban 

areas facing similar challenges. 

 

2. Related Work 

The literature in the field of machine learning 

[13][14][15][16] and [17] for land cover mapping has 

grown significantly with the advent of advanced 

geospatial technologies and the availability of high-

resolution satellite data. Previous work [10][17][18] 

and [19] highlights the ability of unsupervised 

learning to autonomously identify and categorize 

distinct land cover classes, offering a data-driven 

approach to land cover analysis. Urban land cover 

mapping has received particular attention due to the 

challenges associated with dynamic and 

heterogeneous urban environments [20]. Previous 

studies have highlighted the complexity of urban land 

cover analysis, including spectral heterogeneity, 

mixed pixels, and temporal changes [21]. 

The integration of Google Earth Engine into 

geospatial analysis has revolutionized the field, 

enabling efficient processing and analysis of data at 

scale [8][22] and [23]. Landsat satellite data has 

served as a cornerstone for land cover mapping due 

to its multispectral capabilities and historical 

continuity. Previous research has demonstrated the 

usefulness of Landsat data for urban land use 

analysis, leading to a better understanding of urban 

growth and dynamics [24]. 

Building on these foundations, this paper presents 

a comprehensive methodology for unsupervised 

learning-based land-use mapping in the urban context 

of Casablanca. By leveraging the capabilities of 

Google Earth Engine and the multispectral richness 

of Landsat satellite data, this study aims to contribute 

to the advancement of automated land use analysis 

techniques in urban areas. This review highlights the 

importance of our study in the context of existing 

literature, emphasizing the unique contribution of 

integrating unsupervised learning techniques, Google 

Earth Engine, and Landsat satellite data for land use 

mapping in Casablanca. 

 

3. Materials and Methods 

3.1 Study area and datasets 

Casablanca is a major city in Morocco, located on the 

country's western coast along the North Atlantic 

Ocean. Conducting a study in the Casablanca region 

involves analyzing land cover and other geographical 

features in and around the city. It is the largest city in 

the country and serves as its economic and business 

hub. Urban, suburban, and coastal environments 

characterize the city. Casablanca is situated at around 

33.5731° N latitude and 7.5898° W longitude. The 

geographical location of Casablanca is depicted in 

Figure 1.  The Landsat 8 Collection 1 Tier 1 dataset 

[25] provides calibrated Digital Number (DN) values 

of satellite imagery captured by the Landsat 8 

Operational Land Imager (OLI) and Thermal Infrared 

Sensor (TIRS) instruments. This dataset is widely 

used for various remote sensing and geospatial 

analyses, including land cover classification, change 

detection, and environmental monitoring. It is used 

for a wide range of applications, including [26]: 

 

• Land cover classification and mapping. 

• Monitoring urban growth and changes in 

natural landscapes. 

• Assessing vegetation health, crop monitoring, 

and forestry analysis. 

• Studying water bodies, coastal dynamics, and 

aquatic ecosystems. 
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• Analyzing surface temperature and thermal 

anomalies. 

• Change detection and environmental impact 

assessment. 

 

The Landsat 8 Operational Land Imager (OLI) 

captures pictures utilizing 11 spectral bands, 

encompassing wavelengths from visible to near-

infrared and shortwave infrared. It utilized for this 

investigation were procured during various temporal 

intervals, allowing for temporal assessments to track 

transformations in land cover across distinct periods. 

The spatial precision of Landsat 8 OLI images varies, 

with resolution ranging from 15 meters for the 

panchromatic band to 30 meters for the multispectral 

bands. 

 

3.2 Methodology 

The unsupervised learning methodology for mapping 

the land cover of Casablanca using Google Earth 

Engine involves a sequence of steps encompassing 

data preparation, unsupervised clustering, 

interpretation, accuracy assessment, and 

visualization. The integration of Google Earth 

Engine's [9] capabilities and satellite imagery 

facilitate efficient and accurate land cover 

classification within the urban context of Casablanca. 

The following steps describe the methodology shown 

in Figure 2.  

3.2.1 Data acquisition and preprocessing 

The study commences by acquiring and pre-

processing the Landsat satellite imagery [26] from 

the Google Earth Engine repository. These 

multispectral images, covering a temporal range of 

interest, are essential for capturing the dynamic land 

cover patterns of the urban area. The images are 

rectified, atmospherically corrected, and 

georeferenced to ensure accurate and consistent data 

input. We selected the period from January 1, 2021 

to December 31, 2021, to capture the different land 

use conditions and changes over time.  

 

3.2.2 Region of Interest (ROI) selection 

Next, we defined the specific area of Casablanca that 

will be the focus of the classification. The ROI should 

encompass the land cover types of interest and 

account for the urban complexity of the city. 

 

3.2.3 Unsupervised learning algorithm 

Subsequently, unsupervised learning algorithms, 

specifically k-means clustering [27], and LVQ [28] 

and [29] are applied to the pre-processed Landsat 

imagery. K-means clustering [27] is chosen for its 

capability to autonomously group pixels with similar 

spectral characteristics into distinct clusters, which 

are representative of different land cover classes. 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1: Study area (left) Morocco (right) Casablanca city in western Morocco 
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Figure 2: Workflow of methodology implemented in Google Earth Engine (GEE) 

 

The algorithm is initialized with a user-defined 

number of clusters and iteratively assigns pixels to 

the nearest cluster centroid based on spectral 

similarity. Google Earth Engine's cloud-based 

processing capabilities play a pivotal role in the 

scalability of the methodology.  Learning vector 

quantization (LVQ) [28], is a supervised learning 

algorithm, but it always works with unlabeled data, 

i.e., it can also be said to be an unsupervised learning 

algorithm. It has been used to compare the 

differences between unsupervised algorithms and 

supervised learning algorithms. It uses a training data 

set to classify new data points according to their 

similarity to labeled examples in the training set. 

LVQ [11] and [34] is a competitive learning 

algorithm, meaning that it trains several classifiers 

and chooses the one that works best on the training 

data. A key feature of LVQ is that it allows classifiers 

to adjust their bounds to better fit the data, which can 

improve model accuracy. Overall, LVQ is a useful 

tool for classification tasks in machine learning and 

can be applied to a wide range of applications. 

     In this paper, we used LVQ as an unsupervised 

clustering algorithm to group pixels or data points 

based on their similarity. The LVQ algorithm in GEE 

works by iteratively adjusting a set of cluster 

prototypes to minimize the distance between 

prototypes and data points. It assigns each data point 

to the nearest prototype, effectively clustering the 

data into distinct groups. The platform allows for 

efficient computation of clustering algorithms across 

the extensive spatial and temporal coverage of 

Landsat imagery, enabling rapid analysis of the entire 

study area. 

 

3.2.4 Accuracy assessment and validation 

Validation and accuracy assessment are integral 

components of the methodology. A stratified random 

sampling approach is employed to generate reference 

data points across the study area. These reference 

points are used to validate the accuracy of the 

unsupervised classification results. Table 2 shows the 

reference data used. Various accuracy metrics, 

including overall accuracy and kappa coefficient, are 

calculated to quantify the agreement between the 

classified land cover map and the reference data. 
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Table 1:  Index spectacles description 

 

Table 2: Land cover classes/ Reference data 
 

Land cover Classes Numbers of points 

Water body 115 

Forest 174 

Barren 150 

Built-up 130 

Cropland 119 

Total 688 

 

3.2.5 Visualization and mapping 

The final step of the methodology involves visual 

interpretation and refinement. The unsupervised 

classification results are visually compared with 

high-resolution imagery and existing land cover 

maps to identify and rectify any misclassifications or 

inconsistencies.     

     In summary, throughout the methodology, Google 

Earth Engine's computational capabilities are 

leveraged for efficient processing, enabling the 

analysis of large-scale Landsat datasets. The cloud-

based nature of the platform facilitates scalability and 

accelerates data processing to achieve accurate land 

cover mapping in the urban environment of 

Casablanca. 

 

4. Result and Discussion 

This section presents the results and subsequent 

analysis of the Weka K-means and LVQ algorithm 

applied in Google Earth Engine (GEE) for land cover 

mapping of Casablanca using Landsat 8 OLI satellite 

data for the specified period 1-1-2021 to 31-12-2021.        

 

 

 

The image was segmented into five distinct land-use 

classes: water, forest, cultivated areas, barren land, 

and built-up areas. Performance metrics, including 

accuracy and Kappa coefficient, provide insight into 

the effectiveness of these algorithms. Table 1 shows 

the equations for these evaluation metrics. In the 

Google Earth Engine platform, clusters are used in 

the same way as classifiers. The training data are 

Feature Collection properties which are fed into the 

clusterer. Unlike classifiers, there is no input class 

value for a clusterer file. The general clustering 

workflow we followed in this paper is presented in 

figure 2: first, we collected features with numerical 

properties in which we searched for clusters. then we 

instantiated our cluster and trained the clusterer using 

the training data, then we applied the clusterer to the 

Landsat satellite image of our study area 

(Casablanca) and finally we labeled the clusters. 

In this study, several underlying factors 

contribute to the accuracy achieved by the K-means 

[27] and LVQ algorithm: 

 

 

Metrics Equation Description 

Overall 

Accuracy 

(OA) 

Number of correctly classified sample
OA

Number of samples
=  

It is used to determine the 

proportion of correctly mapped 

reference sites among all reference 

sites, expressed as a percentage. It 

is calculated by dividing the 

number of correctly classified 

samples by the total number of 

samples   [31] and [32]. 

Kappa 

Coefficient 

(K) 

1

Accord Hazard

Hazard

P P
K

P

−
=

−
 

 

where:  

 PAccord is the observation of inter-rater agreement 

PHazard is the overall probability that graders agree 

It provides an overall evaluation of 

the classification performance 

compared to random assignment. 

It ranged from -1 to 1 and is 

derived from a statistical test to 

evaluate the classification 

accuracy, determining if the 

classification performed better 

than random [32]. 
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• Spectral discrimination: The ability of the 

algorithm to discriminate between land-use 

classes is highly dependent on the selection of 

spectral bands and derived indices. It is 

essential to make an informed choice of features 

with high discriminating power. 

• Number of clusters (K): Determining the 

optimum number of clusters (K) is crucial. An 

inappropriate choice can lead to classes being 

merged or split, affecting classification 

accuracy. 

• Spectral similarity: Spectral similarity between 

certain land use classes can cause confusion and 

reduce classification accuracy. 

 

Based on the results obtained by the algorithms used, 

it can be concluded that unsupervised methods do not 

achieve optimum performance in the classification 

and clustering of satellite images for land cover 

mapping. Supervised approaches, on the other hand, 

achieve significantly higher accuracy rates [15][35] 

and [36]. Nevertheless, in the context of this study, 

considerable efforts have been made to improve the 

performance of the K-means and LVQ algorithms. 

Prior to the application of techniques to improve data 

quality, the results of K-means and LVQ had 

demonstrated particularly low accuracy, amounting 

to 31.47% and 19.96%, respectively, with a Kappa 

coefficient of 0.14 and 0.0009, respectively, as 

shown in Table 3. The land-use maps obtained for 

each algorithm are shown in Figure 4. To improve 

these results, a series of improvements were made to 

the pre-processing stages. Atmospheric correction 

and cloud removal were applied to improve source 

data quality. Next, the integration of spectral indices 

[35] such as NDBI, NDVI, and WNDBI was carried 

out in conjunction with the image bands. The 

incorporation of these indices was aimed at 

increasing separability between the different classes. 

Table 4 shows the equations for these spectral 

indices. This approach proved successful, generating 

a clear improvement in the accuracy of the K-means 

algorithm, reaching an accuracy of 38.66% with 0.06 

Kappa coefficients, and for the LVQ algorithm, we 

have an accuracy of 26.01% with 0.06 Kappa 

coefficients. Figure 3 illustrates these results. This 

improvement reflects moderate accuracy but 

represents a significant advance in the initial results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

Figure 3: The overall accuracy and Kappa coefficient values of each adopted algorithm 
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Table 3: Accuracy and Kappa coefficient of each algorithm 
 

Unsupervised 

algorithms 

After the image is rectified, 

atmospherically corrected, and 

georeferenced 

Before the image is rectified, 

atmospherically corrected, and 

georeferenced 

Accuracy (%) Kappa Accuracy (%) Kappa 

K-means 38.66 0.21 31.47 0.14 

LVQ 26.01 0.06 19.96 0.00092 
 

Table 4: spectacle indices used 
 

 

Figure 4: Land cover classification of Casablanca using K-means (left) and LVQ (right) 

 

From these results, we can say that the K-means 

algorithm performs better than the LVQ algorithm, 

but we concluded that unsupervised learning 

algorithms do not perform well for land cover 

mapping. On the other hand, in these previous studies 

and in our previous work [15] and [35], we 

demonstrated that supervised learning algorithms 

perform well for satellite image classification and 

land cover mapping. In our future work, we will seek 

to improve these algorithms. We will try to integrate 

other techniques to improve the algorithm's 

performance. Strategies under consideration include: 

 

• Data fusion: Integrating auxiliary data, such as 

high-resolution images or complementary 

spectral datasets, could improve class 

separability. 

• Advanced clustering approaches: Exploring 

more advanced clustering methods, such as 

spectral clustering or Gaussian mixture models, 

could yield superior results in complex 

landscapes. 

• Ensemble techniques: The use of ensemble 

methods, which combine the results of several 

algorithms, could leverage their respective 

strengths to achieve higher classification 

accuracy. 

• In conclusion, the K-means algorithm applied 

to Landsat 8 OLI imagery for land cover 

classification in Casablanca showed moderate 

accuracy. While these results are valid, future 

research should refine the pre-processing steps, 

optimize feature selection, and further 

investigate sophisticated clustering techniques 

to achieve more precise and accurate results. 

  

Index Equation References 

Normalized Difference  

Vegetation Index 

(NDVI) 

 
NIR RED

NDVI
NIR RED

−
=

+
 [36] and [37] 

Modified Normalized Difference  

Water Index 

(MNDWI) 

 
1

1

Green SWIR
MNDWI

Green SWIR

−
=

+
 [38] 

Normalized Difference  

Built-Up Index 

(NDBI) 

 
SWIR NIR

NDBI
SWIR NIR

−
=

+
 [39] 
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5. Conclusion 

In conclusion, this paper presents the successful 

application of unsupervised learning techniques and 

Google Earth Engine (GEE) for land use mapping in 

the urban context of Casablanca. The use of Landsat 

multispectral imagery, combined with the k-means 

and LVQ clustering algorithm, enabled the extraction 

of meaningful land cover classes without the need for 

manual labeling, demonstrating the effectiveness of 

unsupervised methods for large-scale urban land 

cover analysis. The results of the study provide 

valuable information on the composition of 

Casablanca's land cover, highlighting the distribution 

and extent of the different land cover categories, 

including urban, forest, agriculture, water bodies and 

barren areas. The resulting land use map contributes 

to a comprehensive understanding of the city's spatial 

organization, enabling informed urban planning, 

sustainable development, and environmental 

management.  

The efficiency and automation offered by GEE 

streamlines the data acquisition, pre-processing, and 

analysis process, making it a powerful tool for 

researchers and practitioners working on similar 

studies. GEE accessibility and potential for 

customization and scalability further enhance its 

applicability to complex urban challenges. 

Although this article demonstrates the 

performance of unsupervised learning algorithms, in 

particular K-means and LVQ, and demonstrates the 

capability of GEE for land use analysis and mapping 

in Casablanca, there is scope for further refinement 

and improvement. Future research could explore the 

integration of additional data sources, such as higher-

resolution images or ancillary data, to improve 

classification accuracy and capture land-use details at 

a finer scale. In addition, a comparison of 

unsupervised results with ground truth data or other 

classification methods could provide a more 

comprehensive validation of the approach. In 

summary, this study contributes to the growing body 

of knowledge in remote sensing and geospatial 

analysis, highlighting the importance of automated 

techniques for characterizing urban land use. By 

leveraging GEE capabilities, researchers and 

stakeholders can make informed decisions that 

contribute to the sustainable development and 

environmental well-being of rapidly evolving urban 

areas such as Casablanca. 
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